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1 Executive Summary XE "Executive Summary" 
The 7th ODIP Workshop (= 3rd Workshop of the successor ODIP II project) took place from 7th to the 10th of March 2017 in Hobart, Australia, with logistic support of UTAS and CSIRO. The programme was dedicated to presenting and discussing progress on the four earlier agreed ODIP prototypes, updates of the cross-cutting topics on Vocabularies and Linked Data, and further exploring biological data management, big data and Virtual Research Environments (VRE).
The Workshop was joined by 48 oceanographic data management experts from the 3 regions (Europe, USA and Australia) and IOC-IODE.
This deliverable reports on the organization, participation, proceedings and outcomes of the 3rd ODIP II Workshop. The presentations are available from the IODE website.
The 4th and final ODIP II Workshop will take place on 2nd-5th October 2017 at the Marine Institute, Galway, Ireland. 

2 Introduction XE "Introduction" 
The workshops planned as part of the ODIP II project are fundamental to the objectives, outcomes and success of the ODIP II project. Each workshop aims to bring together representatives from selected regional marine data systems and related global data infrastructures together with other selected technical and domain experts in an effort to promote and support the development of a common global framework for marine data management. 

This is the third workshop in the series of four planned for the ODIP II project that took place on 07-10 March 2017, hosted by UTAS and CSIRO. It was dedicated to provide an update on recent advances in the workshop topics and potentially help to identify additional developments and collaboration opportunities for the remaining of the ODIP II project.
3 List of Participants XE "List of Participants" 
Forty eight (48) attendees, from 27 Organizations from 11 countries took part in the 7th ODIP Workshop (5 of them participated remotely by "Zoom" and “WebEx” video conferencing facilities). The participant list is shown below: 

	Natalia ATKINS
	IMOS, Australia

	Christian AUTERMANN
	52North, Germany

	Irina BASTRAKOVA
	Geoscience Australia, Australia

	Jean-Marie BECKERS
	ULG, Belgium

	Sergey BELOV
	RIHMI-WDC/NODC, Russian Federation

	Justin BUCK
	BODC, United Kingdom

	Pamela BRODIE
	CSIRO, Australia

	Raquel CASAS
	CSIC/UTM, Spain (remote participation)

	Simon COX
	CSIRO, Australia

	Dave CONNEL
	AAD, Australia

	Francisco Souza DIAS
	VLIZ, Belgium

	Michèle FICHAUT
	IFREMER, France

	Kim FINNEY
	IMOS, Australia

	Guillaume GALIBERT
	UTAS, Australia

	Helen GLAVES
	BGS, United Kingdom

	Marton HIDAS
	IMOS, Australian

	… IMOS IT
	IMOS, Australian

	…IMOS IT
	IMOS, Australian

	Jonathan HODGE
	CSIRO, Australia

	Sissy IONA
	HCMR, Greece

	Simon JIRKA
	52North-GmbH, Germany (remote participation)

	Karine KEMP
	GA, Australia

	Alexandra KOKKINAKI
	BODC, United Kingdom (remote participation)

	Jonathan KOOL
	GA, Australia

	Angelo Lykiardopoulos
	HCMR, Greece

	Sebastien MANCINI
	IMOS/AODN, Australia

	Tara MARTIN
	CSIRO, Australia

	Tim MOLTMAN
	IMOS, Director, Australia

	Cristian MUNOZ
	SOCIB, Spain

	Friedrich NAST
	BSH, Germany

	David NEUFELD
	NOAA, United States (remote participation)

	Francoise PEARLMAN
	IEEE, United States

	Jay PEARLMAN
	IEEE, United States

	Leda PECCI
	ENEA, Italy (remote participation)

	Hans PFEIFFENBERGER
	AWI, Germany

	Roger PROCTOR
	UTAS, Australia

	Dick SCHAAP
	MARIS, Netherlands

	Michele SPINOCCIA
	GA, Australia

	Karen STOCKS
	R2R-UCSD, United States

	Francis STROBBE
	BMDC-OD NATURE- RBINS, Belgium

	Katherine TATTERSALL
	ANDS, Australia

	Rob THOMAS
	BODC, United Kingdom

	Peter THIJSSE
	MARIS, Netherlands

	Mickaël TREGUER
	IFREMER, France

	Rob VAN EDE
	TNO, Netherlands

	Dave WATTS
	CSIRO, Australia

	Dawn WRIGHT
	ESRI, United States

	Lesley WYBORN
	NCI, Australia


4 Workshop Agenda XE "Workshop Agenda" 
The aims of the 3rd ODIP II workshop are 1) assessing the progress that has been made with developing the expanded prototype development tasks that are based on the interoperability solutions that were identified and initially established during the previous ODIP project; 2) monitoring progress and new developments in the cross-cutting themes that are relevant to many of the on-going ODIP II activities as well as the wider marine data management community.

The format of the workshop was the same as that adopted for previous meetings with a mix of plenary, discussion and breakout sessions. The workshop agenda included a dedicated session for each of the existing prototype development tasks plus additional sessions to introduce some of the new themes and partners added for the ODIP II project.

Workshop Sessions 

	Session
	Title
	Leader

	1
	Introduction
	Helen Glaves

	2
	ODIP 1+ prototype development task
	Dick Schaap

	3
	ODIP 2+ prototype development task
	Friedrich Nast

	4
	ODIP 3+ prototype development task
	Christian Autermann

	5
	ODIP 4 prototype development task
	Jonathan Hodge & Dick Schaap

	6
	Management of marine biology data
	Francisco Souza Dias 

	7
	Prototype impact assessments
	Michele Fichaut

	8
	Model workflows and big data
	Lesley Wyborn

	9
	Linked Data Developments 
	Simon Cox

	10
	Vocabularies
	Rob Thomas

	11
	Workshop wrap-up
	Helen Glaves


AGENDA
DAY 1: Tuesday, 07 March 2017

Location: CSIRO

Session 1

8:45 – 9:15
Registration

9:15 – 9:30
Welcome, Tim Moltman (IMOS Director)

9:30 – 9:40
Workshop introduction and logistics, Helen Glaves (ODIP II project coordinator)

9:40 – 10:00
Introductions 
(Name, Country, institution, main responsibility, expectations for this workshop: 30 seconds max.)
ODIP II Overview

10:00 – 10:15
ODIP II: overview of the project including aims and objectives, Helen Glaves (ODIP II Coordinator)

10:15 – 10:40
ODIP II: technical objectives (including introduction to SeaDataCloud), Dick Schaap (ODIP II Technical Coordinator)

10:40 – 11:00
Discussion, Led by Dick Schaap
11:00 – 11:20
Break

Session 2

ODIP 1+ Prototype Development Task: plenary

11:20 – 12:00
ODIP 1+: current status and planned development activities, Led by Dick Schaap (MARIS)

· NOAA OneStop development – presentation by NCEI (remotely)

12:00 – 13:00
Discussion including other relevant presentations, Led by Dick Schaap

13:00 – 14:00
Lunch

Session 3

ODIP 2+ Prototype Development Task: plenary

14:00 – 14:15
ODIP 2+: current status and planned development activities, Led by Friedrich Nast

· R2R developments - Karen Stocks

14:15 – 14:45
Discussion, Led by Friedrich Nast
Session 4

ODIP 3+ Prototype Development Task: plenary

14:45 – 16:30
ODIP 3+: current status and planned development activities, Led by Christian Autermann

· Introduction, Status Update on Marine Profile and Sensor Web Viewer Developments – Simon Jirka (remotely)

· Sensor Web Enablement (SWE) for Vessels and using EDI Editor for SensorML Creation - Raquel Casas Munoz (remotely)

· A Query Language for Handling Big Observation Data Sets in the Sensor Web - Christian Autermann

15:30 – 16:00
Break

· SWE at AWI and Lessons Learned - Hans Pfeiffenberger

· BODC use of GUIDs to Identify Sensors and Platforms, Integrating Sensor Descriptions into Linked Data and Vocab Server Terms in the SWE Marine Profile – Justin Buck
16:30 – 17:00
Discussion, Led by Christian Autermann
DAY 2: Wednesday, 08 March 2017

Location: IMAS

9:00 – 9:10
Introduction/Announcements, Helen Glaves /Roger Proctor/Jonathan Hodge 
Session 5

ODIP 4 Prototype Development Task: plenary

9:10 – 10.30
ODIP 4 (Creating a ‘digital playground’), Led by Jonathan Hodge and Dick Schaap

· Introduction to ODIP 4 – Dick Schaap

· Model and data workflows examples – Jonathan Hodge

· IMOS cloud options – Roger Proctor

· SeaDataCloud  – VRE development – TBC
10:30 – 11:00
Break

ODIP 4 Prototype Development Task: plenary (continued)

11.00 – 11:30
ODIP 4 (Creating a ‘digital playground’), Led by Jonathan Hodge and Dick Schaap

· CLIPC Toolkit - Peter Thijsse 

· Sextant infrastructure– Mickael Treguer 
· ERDDAP – Kevin O'Brien / NOAA (remotely)

11.30 –12:00
Discussion (ideas for demonstrator development), Led by Jonathan Hodge and Dick Schaap
12:00 – 14:00
Lunch
Location: CSIRO

Session 6

14:00 – 15:00
Progress with marine biological data management, Led by Francisco Souza Dias

· OBIS Data flows – Dave Watts (CSIRO)

· Update on the Global Ecological Marine Units (EMU) Project - Dawn Wright (ESRI)

15:00 – 15:45
Discussion, Led by Francisco Souza Dias
15:45 – 16:10
Break

Session 7

ODIP II: prototype impact assessment (WP4)

16:10 – 16:30
Prototype impact assessments, Michele Fichaut (Leader WP4) 

16:30 -  17:00
Discussion, Led by Michele Fichaut
DAY 3: Thursday, 09 March 2017

Location: Old Woolstore

9:00 – 9:10
Introduction/Announcements, Helen Glaves/Roger Proctor/Jonathan Hodge 

Session 8

Model workflows and big data

9:10 – 10:10
Model workflows and big data, Led by Lesley Wyborn  

· Australian Bathymetry project - Michele Spinoccia

· EMODnet HRSM incl cloud computing - Dick Schaap

· Seismics/AI-techniques – Rob van Ede
· AODN portal/ingestyion – Sebastian Mancini

· Data Policy Strategy and big data – Lesley Wyborn

· NetCDF (CF) upgrading developments with contributions - Lesley Wyborn, Justin Buck, CNR, Simon Cox

· NetCDF4/DOI for software – Jean-Marie Beckers 

10:10 – 10:45
Discussion, Led by Lesley Wyborn
10:45 – 11:15

Break

Session 9

Linked Data Developments
11:15– 11:45
Plenary, Led by Simon Cox

· SeaDataCloud developments - Adam Leadbetter (remotely) 

· Semantic smackdown – Rob Thomas

· IGSN and linked data – Irina Bastrakova

11:45 – 12:15
Discussion, Led by Simon Cox

· Deep Web – Simon Cox

· Reflections on Linked Data approaches – Simon Cox
12:15 -13:15
Lunch

Session 10

Vocabularies

13:15 – 14:30
Plenary, Led by Rob Thomas (BODC)

· Managing AODN vocabularies – Kim Finney

· R2R vocabularies – Karen Stocks

· SeaDataCloud controlled vocabularies – Rob Thomas

14:30 – 15:30
Discussion, Led by Rob Thomas (BODC)

· RDA VSIG – Simon Cox

· CODATA/ICSU standards – Lesley Wyborn
15:30 – 16:00
Break

Breakout sessions

16:00 – 17:00
An opportunity for smaller group discussions on cross-cutting themes. 

NOTE: This session will run as two 30 sessions depending on the level of interest in each topic

· Vocabularies

· Model workflows and big data

· Linked Data

· CSR
Friday, 10 March 2017

Location: Old Woolstore

Session 11

Workshop wrap-up

Workshop session feedback

9:30 – 10:00
Cross-cutting topics, Feedback from each group on activities during the workshop and next steps (max. 10 minutes each):

1) Vocabularies 

2) Linked data

3) Model workflows and big data

4) CSR
Workshop wrap-up

10:00 – 10:30
ODIP prototype development projects, Feedback from each group on activities during the workshop and next steps (max. 10 minutes each):

ODIP 1 - Dick Schaap

ODIP 2 – Friedrich Nast

ODIP 3 – Simon Jirka

ODIP 4 – Jonathan Hodge
10:30 – 11:00
Break

11:00 - 11:20
Plans for next 8 months (including details of 4th ODIP II workshop), Helen Glaves (Co-ordinator)

11:20 – 11.45 
Dissemination opportunities – discussion, Led by Helen Glaves

11:45 – 12:00
Closing remarks, Helen Glaves/Dick Schaap
12:00 – 14:00
Lunch

14:00 – 16:30
ODIP Steering committee meeting – CSIRO (members only)
5 Workshop proceedings XE "Workshop proceedings" 
The presentations are available at the ODIP website (http://www.odip.org/) under the “Workshops” menu option. The presentations are hosted by IODE.
Day 1 of the Workshop, Tuesday, 07 March 2017 (Location: CSIRO)
5.1 SESSION 1 XE "SESSION 1" 
5.1.1 Introduction XE "Introduction" 
Roger Proctor (AODN director), Jonathan Hodge (Team Leader in Coastal Informatics) and Tara Martin (Research Group Leader) on behalf of CSIRO welcomed participants and opened the 3rd ODIP II Workshop, Workshop at Hobart, Australia. Tim Moltman (IMOS Director) welcomed participants and introduced IMOS, its activities on marine science, data interoperability and its next 10-year plans. 
Helen Glaves (BGS) ODIP II coordinator thanked the hosts and the colleagues from UTAS and CSIRO for their local arrangements, gave some information on the format of the Workshop, the logistics (together with Jonathan Hodge), and invited participants to introduce themselves. 
5.1.2 ODIP II: Overview of the project including aims and objectives XE "ODIP II: Overview of the project including aims and objectives" 
Helen Glaves (BGS) gave a brief context for the Workshop especially for the new project partners and attendances of the current meeting. She explained the ODIP concept for developing interoperability across the communities dealing with marine and oceanographic data. The main objectives, approach and methodology of the second phase of ODIP project (2015-2018), were presented as well as the current membership from the 3 regions. Collaborations with other communities outside ODIP consortium and especially outside Europe are fundamental for the project success. The presentation was wrapped up with the objectives and topics of the 3rd Workshop. Click here to access it. 
5.1.3 ODIP II: Technical Objectives (including introduction to SeaDataCloud) XE "ODIP II\: Technical Objectives (including introduction to SeaDataCloud)" 
ODIP II Technical aspects

Dick Schaap (MARIS), ODIP II Technical Coordinator, presented the project scope and the overall approach for developing interoperability between different systems to create a global framework for marine and ocean data management. Standards are instrumental to this effort that interconnect the different parts together. ODIP is a community building activity that relies on bringing people together in networks and joint actions. The three prototypes development plans and the fourth extra prototype on a “digital playground” were outlined as well as the cross-cutting and new ODIP II topics (he noted that the “digital playground” is not an application but the way to play with new applications). Click here to view more details of the presentation.
SeaDataCloud, further developing the SeaDataNet pan-European infrastructure for marine and ocean data management

Dick Schaap (MARIS) presented SeaDataCloud, the new development phase of the SeaDataNet, the pan-European infrastructure for managing marine and ocean data in cooperation with the NODCs and data focal points of 35 countries bordering the European seas. As standards are always evolving this project is a new opportunity for SeaDataNet network to stay up-to-date, maintain and further expand its services to its lead customers and major stakeholders. Cooperation with EUDAT for developing common services is a strategic step. EUDAT is a consortium of High Performance Computing (HPC) consisting of data centres, libraries, scientific communities, data scientists. The principle behind SeaDataCloud was presented with its standards, upstream and downstream services. ODIP is very important for SeaDataCloud to bring experience from outside regions into European applications. Then, the upgrading of the present CDI service using the cloud as a cash (hosted by EUDAT) was explained. The presentation is available here.
5.2 SESSION 2 - ODIP 1+ Prototype Development Task: plenary XE "SESSION 2 - ODIP 1 + Prototype Development Task\: plenary" 
5.2.1 ODIP 1 +: current status and future development activities  XE " ODIP 1: current status and future development activities" 
Peter Thijsse (MARIS) explained the prototype 1 and the progress made since the previous Workshop. There were tested metadata catalogues offered by SeaDataNet, IMOS and US NODC to check the interoperability of the 3 systems and the access to the data. Although all catalogues use ISO19139, the schemes that were loaded were different. This means that without the use of a brokering system, metadata cannot be harmonized (the same elements have different paths and programming is needed to collect the metadata). Concerning the links of metadata to maps and data, very different solutions were found and the CSW services have to be harmonized. He then noted the importance of the keywords and that mapping between parameters, instruments, platforms, and organisations would improve horizontal interoperability. Finally, a demo of the possible mapping in the interfaces was shown. The workplan for next activities was also presented. Click here to access the presentation.
The group then discussed how efficient are the existing brokering services for interoperability and that more semantic mapping and harmonization is needed between the 3 regions.
5.2.2 NOAA OneStop development XE "NOAA OneStop development" 
David Neufeld (CIRES, Cooperative institute of University of Colorado, Boulder), presented the OneStop project, that is designed to improve NOAA's data discovery and access framework. The project is addressing data format and metadata best practices, improving collection-level metadata management and granule level metadata systems to accommodate the wide variety and vast scale of NOAA's data, achieving seamless search experience between collections and granules files, and ensuring more data are available through modern web services. In Dec. 2016 there was an initial beta release of the data discovery interface. Testing, initial results and fixes were shown as well as a demo with the search interface. Click here for more details (the presentation was extracted from the link:
http://prezi.com/dq1xc5jfzpzj/?utm_campaign=share&utm_medium=copy&rc=ex0share). 
5.2.3 Discussion XE "Discussion" 
The group discussed that the OneStop project is improving the metadata content and quality both at collection and granule level and will take over the present US-NODC portal and the NODC metadata will be accessible through the OneStop. This means that prototype 1 should start work with OneStop interface.

So far, manual review of the collections links is done. The group also discussed issues such as the maturity assessment model of the datasets, the data access services (by WMS-WFS at granule levels or bounding boxes) and how it depends on the data format, the relation with the ERDDAP framework, if the used keywords (GCMD) are unique persistent identifiers and the need of mapping, the use of URIs in metadata. The definition of granule and collection was also discussed and their relation with the data format, the instrument, the sensor, the data type (may be a qualifier is needed on that). EUDAT definition does not influence the metadata content management for SeadataCloud.
AODN will move to a new ISO19115-2 metadata format, where a .lot of mapping will be needed.
5.3 SESSION 3 - ODIP 2+ Prototype Development Task: plenary XE "SESSION 3 - ODIP 2+ Prototype Development Task\: plenary" 
5.3.1 ODIP 2+: current status and future development activities XE "ODIP 2+\: current status and future development activities" 
Friedrich Nast (BSH), introduced the Cruise Summary Reports (CSRs), the current state of POGO Cruise Summary Reporting (a joint venture with ICES), the harmonization with ICES and the next activities. There are now CSRs in the database from USA-R2R (contribution from Bob Arko), from Australia (from the Aurora Australis 2014 – 2016), and form Europe Harvesting is operational since 2015 on a weekly basis and 4 European centres are connected. More harmonization is needed between the CSRs of BSH and ICES as a large number of legacy CSRs (origin ICES) in inventory is still in V0 (free text, no controlled vocabularies) format and because not all the mandatory fields are available. Friedrich Nast concluded with the future activities and plans which include among others introducing DOI for CSR, ORCID for scientists as well as the automatic CSR generation from ship systems. Click here to access the presentation.
Karen Stocks informed partners about R2R activities. R2R will continue updating CSRs with new cruises periodically. Focus recently has been R2R to deploy a new CSW service for cruises ISO records and incorporating cruise DOIs. 

Pamela Brodie updated partners on Australia activities. CSIRO set up a regional node for Australia for CSRs and can be harvested from SeaDataNet.

5.3.2 Discussion XE "Discussion" 
DOI for a cruise is different from CSR DOIs. In case of R2R and IFREMER a DOI for a cruise is used by scientists in publications, CVs, etc which resolves to the landing page (URL) with metadata for that cruise (and not to the data). The used resource type in R2R is an event that is the field expedition. A CSR can point to a cruise DOI. In R2R, CSRs cannot reference all data obtained on cruise and analyzed, thus cruise DOIs are used to connect cruises with publications and downstream products.
5.4 SESSION 4 – ODIP 3+ Prototype Development Task: plenary XE "SESSION 4 – ODIP 3+ Prototype Development Task\: plenary" 
5.4.1 ODIP 3+: current status and planned development activities XE "ODIP 3+\: current status and planned development activities" 
Introduction, Status Update on Marine Profile and Sensor Web Viewer Developments
Simon Jirka (52°North, GmbH), gave an overview of the ODIP 3 prototype activities, the content of the task, and updates from additional activities by other groups and EU projects. For Marine SWE Profiles, development is ongoing with focus on document ideas on marine SWE profiles, Github-based writing process, and intermediate version if available via github.io. Significant activities were performed by BODC on vocabularies needed for SensorML documents. Concerning Sensor Web viewer developments, he gave the update of NeXOS, FixO3 projects and visualization of data collected by mobile platforms. SensorML Editor (SMLE) has been completed in a first full version in cooperation with FixO3 and NeXOS, and future work was outlined. Another activity is the Event Processing that uses the ArcGIS GeoEvent Server. The next overview was for Sensor Nanny and the synchronization of data files on-board a research vessel with on-shore system. Additional details and next activities on ODIP prototype 3 can be found here. 
The group commented that a lot of marine profiles are collected but how close are we to put them together in a common profile to be supported and promoted? Between several projects there are commonalities and using these as common core base line and add around several flexibilities as attributes, then the next steps can be very promising.
Sensor Web Enablement (SWE) for vessels and using EDI editor for SensorML creation

Raquel Casas (CSIC), presented the progress on the developments of the vessel metadata and SensorML editor. The SOS scenario was outlined, the importance to create metadata at origin as well as what data and metadata are needed to be described in the profile. The content of the SensorML is static and dynamic that grows as cruise is going on. All specifications of SensorML and O&M profiles have been documented in one document (SeaDataNet deliverable). Examples of the vessel profile (SensorML), the vessel concept were shown. The profile uses two families of standards (ISO and OGC), the Common Data Index CDI (metadata about Data Sets), the Cruise Summary Reports CSR (metadata about Cruises), and metadata on what-how-where-when-who. The progress on the SOS prototype in connection with CDI service was explained. Due to the complexity of the vessel profiles, an editor was needed to ease the generation of metadata. Thus, the CNR team created the EDI tool for the generation of templates for XML profiles. Then, it was explained how the EDI editor works. Raquel Casas finalized the presentation with the open issues to be managed such as the creation of a new template for Instrument Calibration History and the connection of CDI and CSR description to the editor. For more details and next activities click here. 

EDI is not related yet with the work done in 52North, only with the profiles developed in SeaDataNet.
A Query Language for Handling Big Observation Data Sets in the Sensor Web

Christian Autermann (52°North, GmbH), explained that this presentation is a continuation of a previous one at the last ODIP Workshop. There are mainly three questions for big data sets and their combination with Sensor Web standards: how can big heterogeneous spatio-temporal datasets be organized, managed and provided to Sensor Web applications, how can views on big data sets and derived information products (such as Pangaea portal) be made accessible in the Sensor Web, and how can big observation data sets be processed efficiently? He addressed the main issues for accessibility, processing and storage (which are the three main components of big data), the core building blocks needed to bring big observational data sets to the SensorWeb and the requirements for the analysis. He invited then the ODIP experts for feedback and additional needs. Click here to view the presentation. 
The group commented that a short of aggregation, simplification, reduction of data values is needed, in order to make the number of data points from big to more feasible for handling. Subsetting should be also included. Aggregation of parameters should be handled carefully to be meaningful. 
SWE at AWI
Hans Pfeiffenberger (AWI) presented the AWI activities on SensorML. These activities are funded by a major infrastructure project (~25 MEuros) to deploy instruments in the Arctic. OGC standards have been adopted for supporting AWI‘s data flow framework from sensors to repositories (Pangaea). About 1000 sensors from several platforms give 10 M measurements yearly in diverse data formats. For the sensor characterization a web client for describing the platforms, devices and sensors has been developed. Specific AWI metadata have been included in the SensorML profile covering AWI‘s requirements such as identifiers, data outputs, people’s role, events. Lessons learned: to track history of changes, people want complex queries, to port the system to the field. Other work in progress in the context of ODIP prototype 3 includes: cooperation with 52North to install SOS Server 4.3, and performance evaluation for the near real time database and Pangaea data. The presentation can be accessed here.
The group discussed that it is up to the Institutes who deployed the instruments to update the information included in the system in order to track provenance of the data, but this does not happen always. The update of the information by the Institutes should become a standard discipline in science in the future.  
Semantic enrichment of SensorML & Self identifying sensors

Justin Buck (BODC) presented the work done the last 3 years within several projects for the semantic enrichment of SensorML. The enrichment combines three elements: the SWE Marine Profiles group which came out from discussions from ODIP and produced the 52North Wiki for SWE Marine Profiles, and the NERC Vocabulary Server 2.0. The main objective is to enable interoperability, first at the syntactic level and later at the semantic level (by using ontologies and semantic mediation), so that sensors and processes can be better understood by machines, utilized automatically in complex workflows, and easily shared between intelligent sensor web nodes. Rather than trying to pre-define in schema every possible property that might be used to describe a particular sensor or might be measured by a sensor, SensorML allows property types to be defined outside of the SensorML schema (typically within an online ontology) and then be used within SensorML as  a value to the definition attribute. The value of the definition attribute must be a resolvable URL that references an online property definition or single entry within ontology. BODC set up vocabularies for SensorML Justin Buck explained then the governance mechanisms for the maintenance of vocabularies using the wiki and presented the next activities.
SenseOcean European project will produce innovative sensors using state of the art sensor technology. Sensors have a GUID (also known as UUID) that enables sensors/platforms to self identify on limited bandwidth systems. Issued to manufacturer to when metadata entered in web form so can be added to the sensor and platforms prior to deployment. GUID also points to RDF document. Within MEDIN and CEFAS projects for the SWE evaluation, a very useful document has been prepared describing step by step how to implement 52North, form SOS server setup, to installation, to adding data. The presentation is available here.
5.4.2 Discussion XE "Discussion" 
The group discussed several issues on instruments identifications such as the URLs in case of updates of the description of instruments, if other instruments providers will adopt UUIDs, if UUIDs can be shared with other systems such as the ones for samples (IGSN). The group commented that cooperation with other initiatives like the 4Ocean-Tommorrow project is needed for the creation of unique identifiers.
Simon Jirka wrapped up the session and outlined the next activities for the final Workshop of October 2017.
Day 2 of the Workshop, Wednesday, 08 March 2017
5.5 SESSION 5 – ODIP 4 Prototype Development Task: plenary XE "SESSION 5 – ODIP 4 Prototype Development Task\: plenary" 
5.5.1 ODIP 4 (Creating a ‘digital playground’) XE "ODIP 4 (Creating a ‘digital playground’)" 
5.5.1.1 Introduction to ODIP 4 XE "Introduction to ODIP 4" 
Dick Schaap (MARIS) introduced the ‘digital playground’ concept. ODIP through brainstorming will try to formulate a plan for it. ‘Digital playground’ is not related with the content but with technology and how to improve it (like the cloud).
5.5.1.2 Model and data workflows example XE "Model and data workflows example" 
Jonathan Hodge (CSIRO) made a summary of previous presentations at Boulder and gave some examples of VRE that are being used in Australia. What is needed ODIP to work out is what type of systems is of interest, what kind of end users we think of, what kind of data we want to plug-in to the VRE and what kind of functions and processes we want for the data. The first example that was shown was the RElocatable COastal Model (RECOM) that CSIRO developed. It provides an interface where users can choose what they want to run and control the system they want to use. The second example was from CoESRA project which provides a desktop environment (a VRE) where the user can interact with it and load his own data. The desktop environment can sit close to big data sets and uses them without having to download them. The third example was from AURIN project (Australian Urban Research Infrastructure Network). AURIN is a national collaboration delivering e-research infrastructure to empower better decisions for Australia’s human settlements and their future development. AURIN is a powerful example of a VRE where different kinds of urban data from official sites can be added, processed and analyzed. The next example was from Nectar, a governmental funded project funded by the government. The Nectar Research Cloud provides computing infrastructure, software and services that allow Australia’s research community to access and share computational models, tools, data and collaboration environments. Nectar Cloud allows researchers access at any time from any location and to easily collaborate nationally and internationally. Nectar Cloud is different from Amazon. It is a research infrastructure and does not offer the liability that offers a commercial service. Amazon and Microsoft can accept a user and his data as client with few money if it is of their interest. As a summary, Jonathan Hodge concluded that what we need to know is who the end users are, what we want to deliver from a VRE and what kind of processing environment is in the middle. Click here to view the presentation.
5.5.1.3 IMOS cloud options XE "IMOS cloud options" 
Roger Proctor (UTAS) presented the Australian marine sciences cloud. He described the development of the Nectar Research Cloud over the last 3 years, a national compute service with 30,000 virtual machines connected by AARNET. About 10,000 users are connected and use the Nectar Cloud (who are mainly universities). Part of it is the Science Cloud, a place to bring things together, to combine different resources together and tuned to suit the community. It is a strategic partnership with eResearch capabilities to meet national research priorities. For the moment the system includes three science communities that are linked together, the bioesinece for genetics, the ecosystem and the marine science cloud. The latter has two components, the virtual desktop support for marine and climate scientists (previous presentation by J. Hodge) and the National service to annotate and analyse underwater imagery. The service for underwater imagery and video will build a system based on two products (in prototype development), the SQUIDLE+ (which is an annotation tool for referencing images and video) and the GlobalArchive (a repository for annotation in a standardized form). He then explained the key features of SQUIDLE+ that are the flexible data storage, the flexible annotation schemes, the collaborative/automated labeling, the media object" annotation and the in-field data annotation. The GlobalArchive can manage, share and explore faunal annotation information which can be queried to enable data analysis. It is the pre-cursor on online video annotation - designed to integrate with future online video annotation. End of year is expected to combine SQUIDLE+ and GlobalArchive.
The Marine Virtual Laboratory (MARVL is one of the many VRE that Nectar is setting up in the cloud environment for coast open dynamic modeling with the use of geography, bathymetry, initial condition, boundary forcing, and surface forcing. MARVL uses the same framework that RECOM uses. Roger Proctor finalized his presentation with a description of the application and developments of this year in response to several users noting that there is need for high resolution bathymetry data. For more details, the presentation is available here.
5.5.1.4 SeaDataCloud – VRE development XE "SeaDataCloud – VRE development" 
Dick Schaap (MARIS) presented the VRE development within SeaDataCloud project noting that the Australian experience through the ODIP project is very useful as the development is at its early stages (conceptual phase). EUDAT, the cooperative academic network in Europe will provide the backbone, the official machines and support to configure and install components. In the coming months the specifications for the functionality will be developed. So far, upstream services have been developed for discovery and access to more datasets and information. Downstream services will now be developed with more added-value services and applications by developing VRE with advanced e-services not only for individuals but for groups also. The ODIP progress in prototype 1 is the further perspective for SeaDataCloud: to connect with more and more operational oceanographic networks around Europe and by broker to connect with international networks. To develop the VRE, several use cases are checked from SDN and EMODnet to analyze their requirements, their common (like visualizations, giving DOIs, data publishing, data extraction) and special services (like engine calculations by ODV, DIVA, Globe). An illustration of the VRE was given. Data collections from many sources (CDI system, international sources like IMOS, RT data, etc) are extracted, pre-processed, and then analyzed by the processing engines. Examples from ODV and DIVA were presented. 

The ODV team is working on how to make ODV an application on the cloud. Also they are checking to make part of ODV functions (not belonging to the core engine) available to other services. The same approach will be followed for DIVA software. DIVA is already on line but there are overlapping capabilities with other services that will be moved to other applications on the cloud. DIVA is the software that is used in SeaDataNet for spatial interpolation. D. Schaap finalized the presentation with the OGC-based services integration and their requirements. Click here to view it.
SeaDataCloud will collaborate on VRE with other projects in specific domains like BlueBRIDGE project as well as with international projects. 
5.5.1.5 CLIPC Toolkit XE "CLIPC Toolkit" 
Peter Thijsse (MARIS) made an introduction to the CLIPC project and showed a demo with its toolkit for processing climate datasets. The ClipC (Platform Information Platform for Copernicus), is an EU FP7 project (Copernicus Climate Change Service-C3S precessor) to develop a portal to access climate data and information and an online toolkit for working with them and access climate impact. The possibilities and the user’s perspective are more limited than those of the previous presentations. It is chosen to be aimed at climate scientists, (socio-economic) impact researchers, boundary workers and not to end-users/decision makers. The main components of the portal are the metadata catalogue for climate (impact indicator) datasets, the Impact indicator toolkit and the MyCLIPC storage and the WPS processing services. The catalogue offers search and view of the datasets metadata harvested from project partners. It harvests daily latest status and is input for the toolkit and harmonises the metadata as much as possible to ISO 19115/19139 with use of vocabularies. P. Thijsse then presented a live demo of the toolkit and its functions at http://www.clipc.eu/. You can see the rest of the presentation here.
5.5.1.6 Sextant infrastructure XE "Sextant infrastructure" 
Mickael Treguer (IFREMER) presented the Sextant project, a marine spatial infrastructure with focus on the use of OGC protocols for the dissemination of marine data. Sextant objective is to manage and share local or worldwide marine data (referential, product and aggregated collection data) and provide discovery, viewing and downloading services. Catalogue services of Sextant are used in several EU projects (SeaDataNet, Copernicus - Marine environment monitoring service (CMEMS), EMODnet (Chemistry, Bathymetry, Checkpoint), AtlantOS, etc). The spatial data infrastructure includes a discovery interface that uses GeoNetwork software and provides access to more than 5,000 public metadata online. For viewing, web GIS facilities are used with WMS, WFS to display maps. The download service was also described. Sextant is designed according to the European INSPIRE Directive for interoperability and according to the OGC and ISO TC 211 standards. The OGC web services for metadata that has been set up on top of marine data sets were shown as well as the used open source software. Three use cases were explained and demonstrated on line on how to: a) use on-line processing services (WPS), b) search and filter into the data (WFS), c) use SOS services to access in-situ marine data (Oceanotron software). Oceanotron will be integrated into Sextant interface. Mickael Treguer concluded that there are many standards to disseminate marine information and the effort is to take benefits of each standard to improve the interpretation and analysis of data by the end-user. Metadata is the key point as these are the glue between services. Click here to view the details of the presentation.
5.5.1.7 ERDDAP XE "ERDDAP" 
Kevin O'Brien (NOAA) presented the ERDDAP and how it used in different GOOS projects for interoperable data access. ERDDAP is a software (not a data portal) that creates a platform for distributing data. ERDDAP’s goal is to give users easier access to scientific data. It is reusable, free, and Open Source. It has been installed at more than 60 institutions in at least 10 countries, is used by JCOMMOPS for integrating delayed mode data from different platforms networks and is on several official lists of recommended data servers. ERDDAP is designed to solve the existing problems on finding and accessing data. For a user’s perspective, ERDDAP is a data server that gives users a simple and consistent way to download subsets of gridded and tabular scientific datasets and make graphs and maps. Because ERDDAP returns data in the file format that the user specifies, it is easy for users to get the data into their favorite client software. From a data provider’s perspective, ERDDAP is acting as a middleman that can get data from a wide variety of local and remote data sources and offer them to users in a consistent way that hides the details of the actual source. He then described what EDDAP can do: 1) When a user sends a standardized request to ERDDAP, 2) ERDDAP translates it into the request format needed by the actual source, for example, a database, 3) ERDDAP then gets the response from the source, in whatever format it is, and 4) reformats the data into the file format that the user has requested. Many clients (Live Access Server, Excel, Google Earth, Matlab®, Jupyter Notebooks, R, etc) can directly access data from ERDDAP. Three projects were introduced  where ERDDAP is used to manage data and provide data to users: the Surface Ocean CO2 Atlas, the Global Drifter program, and the OpenGTS initiative to insert data onto the GTS. Click here to access the preentation.
The group discussed that currently the GTS supports Temperature, Salinity, Pressure, and Oxygen and in 2018 it will open for more biochemical ocean data like Chlorophyll, backscatter.

During lunch break, the group visited the CSIRO’s R/V Investigator.

5.6 SESSION 6 – Management of marine biology data: plenary XE "SESSION 6 – Management of marine biology data\: plenary" 
5.6.1 Progress with marine biological data management XE "Progress with marine biological data management" 
Francisco Souza Dias (VLIZ) presented Aphia, the data platform that hosts WoRMS and the traits-portal. The Aphia platform is an infrastructure designed to capture taxonomic and related data and information, and includes an online editing environment. Aphia is the core platform that underpins the World Register of Marine Species. Major development since previous ODIP Workshop is the connection of Aphia with other databases. Aphia now includes more than 80 related global, regional and thematic species databases. It also allows the storage of non-marine data. The Aphia platform, the database structure and its content were explained. WoRMS is part of the Aphia platform and aims to provide the most authoritative list of names of all marine species globally, ever published. WoRMS is working with editors and almost 400 editors (both taxonomic and thematic), worldwide can use an online editing environment. There are on average 767 taxonomic edit actions per day, including bulk edits. WoRMS is a de-facto standard, is being used by 80 organizations and programmes including GBIF. Eighty (80) organisations received access to download a monthly copy of WoRMS, on average there are 4,000 visitors per day, and there is an estimated yearly increment of ± 2,000 newly described marine species. A result of EMODnet Biology was the need for a unified traits vocabulary – partly to ensure that the same terms are used in the same way and the same context and partly to provide a vocabulary that allows trait database to share and exchange information. Hence the outline tries to show how all the databases we know of can be combined. Trait information are stored in Aphia database. Francisco Souza Dias finalized his presentation with a reference to Marine Regions, a standard list of marine georeferenced place names in support of biogeographic data management. The standard developed by VLIZ. It is the geographic backbone for large-scale integrated biogeographic databases (EurOBIS, WoRMS). Click here to access more details of the presentation.
The group discussed that the biological group should identify joint activities with ODIP network.
5.6.2 OBIS Data flows XE "OBIS Data flows" 
Dave Watts (CSIRO) presented the components of the OBIS data flow. The OBIS network consists of 600 institutions linked to 27 national, regional or thematic nodes. Collectively, they have provided over 45 million observations from nearly 120,000 marine species. The data flow structure is based on three tiers of nodes. At tier I is the aggregate global database and is managed by the project office in Ostend (Belgium). Tier II nodes (like OBIS Australia) are responsible for many of the quality control and other data management tasks. Tier II nodes are the key drivers who push data to OBIS data base. Tier III nodes are willing participants in adding data to the OBIS network, but may not have the expertise or resource base to meet all of the responsibilities of a tier II node. The addition of tier III nodes provides two added benefits to the network. First, expanded capacity for reaching out to the science community and second an opportunity for larger tier II nodes to mentor smaller or new member nodes. Only Tier II and global thematic taxonomic nodes feed the global dataset directly. Initially the Distributed Generic Information Retrieval (DiGIR) system was used to deliver species occurrence data from Census of Marine Life (CoML) to OBIS/GBIF. At 2008, the Integrated Publishing Toolkit (IPT) prototype was developed by GBIF to publish and share biodiversity datasets through the GBIF network. At 2009, the Ecological Metadata Language (EML) was used as the metadata standard within the IPT. A short overview to the IPT web tool was given together with its advantages and disadvantages. Then, Dave Watts introduced the OBIS-ENV-DATA project. Its purpose is to add environmental and other context data to DwC data. It was designed to deal with CTD casts, trawl events and related catch composition, existing species occurrence records with environmental measurements, e.t.c. OBIS uses GeoServer to expose a number of tables or views as WMS or WFS services. Current work is on R packages to read the OBIS data structures. Concerning data gaps, records distributions per year and taxonomic group there is a significant lack of new and contemporary data from 2012. The distributions of number of sampling days per depth show that there is a substantial gap in deep water records. Finally, it was noted that an aggregator like OBIS allows the integration of other data providers like for example from museums. Click here to view the presentation steps of OBIS.
The quality control in the OBIS database is currently only accessible through the OBIS R package (see QC flags at http://iobis.org/manual/processing/). OBIS2.0 will display the QC flags also on the portal. OBIS records are mapped with GEBCO and WOA09. This needs to be improved with the most recent World Ocean Database and data collected through OBIS-ENV-DATA (the linkage between biological and other geological and environmental data will be addressed at the International Symposium, May 2017, hosted by CSIRO, “Linking Environmental Data and Samples”). 
5.6.3 Update on the Global Ecological Marine Units (EMU) Project XE "Update on the Global Ecological Marine Units (EMU) Project" 
Dawn Wright (ESRI) welcomed the EMODnet Biology, the inclusion of European bathymetric data into the project and the link of the EMUs with Marine Regions. ESRI would like ODIP to consider any of the EMU results that are of ODIP interest to be used as an ODIP biological deliverable. Current work includes efforts to integrate the OBIS data. The EMU project was commissioned by the Group on Earth Observations (GEO) and now it is under the GEO Global Ecosystems Initiative (GECO) arising from the GEO 2016 Transitional Workplan. The GECO is a new task, and it has four pieces related to 1) the European Horizon 2020 ECOPOTENTIAL project, 2) the H2020 SWOS (Satellite-based Wetlands Observation System) project, 3) global EMUs, 4) Global EFUs. EMU fits into the framework of other marine regionalization projects (EEZ, GOODS, Longhurst pelagic ecosystems, etc). OBIS at depth is very important for the EMU 3D framework. EMU project is based on NOAA’s World Ocean Atlas (WOA), the best “physical setting” for the entire ocean which will in turn drives its ecological character. The development of the EMU 3D Point Mesh Framework, the clustering and the attribution with ecological and biological data to the clusters were explained. Each point is a average of an average of the prominent mean over 50 years. The temporal signal (monthly, seasonal) is not handled yet. There is not yet much progress in the integration of OBIS data because of the difference of spatial resolution of OBIS data compared with the WOA. A Vertical Profile App (livingatlas.arcgis.com/emu) which allows exploration of each of the EMUs can be used as ODIP deliverable. Vertical diagrams of EMUs clusters at depth illustrates that there is a zonation but not a simple clear-cut boundary for water attributes. Another major point is that nutrients and oxygen distributions not only shape but are shaped by biological processes. The EMU products and the next steps of the progress were outlined. Click here for more details on the presentation.
5.6.4 Discussion
The group commented that depth is missing from OBIS records. The current EMUs could be included in the “digital playground” as a climatological mean rather than a time series. The clustering algorithms can be used by other groups at their high resolutions spatial and temporal data sets. 
5.7 SESSION 7 – ODIPII : prototype impact assessment (WP4) XE "SESSION 7 – ODIPII \: prototype impact assessment (WP4)" 
5.7.1 Prototype impact assessments
Michele Fichaut (IFREMER) gave the report of WP4 on impact assessment. Implementing the prototype solutions might have significant implications for the existing operational systems. Adoption may require modifications throughout the existing systems from the portals to the distributed data providers. The aim of WP4 is to provide feedback on implications for existing systems and tools in order to facilitate the adoption of common standards and/or interoperability solutions by other communities, to identify options for direct adoption of solutions, and to identify options which potentially have a wider application and which may be the subject of future larger scale projects. Prototype 1 and 2 are operational, while 3 is between conceptual and pilot phase while 4 is in the concept phase. 

For each prototype Michele Fichaut presented the objectives, the identified impacts from combination of ODIP I project expectations and WP3 last progress report on prototype developments, their benefits and invited the group to provide feedback. Click here to view the details of the presentation.
5.7.2 Discussion XE "Discussion" 
Parallel to the presentation, the group reviewed the impact analysis results for the 3 prototypes of the first phase of the project (implemented solutions are noted with green colour in the presentation), discussed possible and identified new implications from the new developments within phase 2 of the project. It identified the potential benefits at regional and global scale and also identified use cases and target users. The outcomes of the discussions will be reported in the final deliverable D4.2 at the end of the project.
ODIP 1+ prototype, Impacts: New comparisons of metadata with the ones from the OneStop project will be made, new actions will be formulated and send to the responsible partners. The regions then will give feedback if the proposed solutions can be implemented.
ODIP 1+ prototype, Implications: semantic and horizontal interoperability will have implications for the broker. A new set of requirements should be set for the broker. If ODIP 1+ would work, then the impact analysis will include then would be the potential impact for users

For ODIP 1+ prototype, Targets, users: a) it is the GEOSS portal. If the semantic solution works, then it can be adopted by GEOSS. At the same time, the other resources (~60) connected to GEOSS (such as SeaDataCloud) can start working to implement this solution e.g. connecting, mapping and brokering. The impact would then be enormous. b) Another use case: combination of data from regional systems to support regional projects.
For ODIP 2+, Impacts: a) work is going on for the consolidation of CSR with ICES cruise database and update processes. b) feedback will be asked from Lesley Rickards on POGO. c) ISO19139 (Anchor, GML) is still under development.
For ODIP 2+, Identified usages, targets: a) Southern Ocean Observing System => confirmed. No others identified by the group.
For ODIP 3+, Impacts: a) Manufacturers, Oceanology international workshop feedback= there is interest from the industry manufactures but the ocean community is not ready yet, has not converged yet to a common profile. When the profile will be finished and proposed then the industry can be convinced to adopt the proposed standards instead of their own interfaces. Because of same sets of instruments by different manufactures, it is important digitals objects to be added to the profiles. b) light-weight technologies => ongoing. From US side, NOAA is interesting in participating to the project and contributing to sensor profiles.
For ODIP 3+, Targets: a) the governments. b) Or maybe we need to speak to the system integrators (those who design systems) first. 
Day 3 of the Workshop, Thursday, 09 March 2017
5.8 SESSION 8 - Model workflows and big data XE "SESSION 8 - Model workflows and big data" 
5.8.1 Model workflows and big data XE "Model workflows and big data" 
Lesley Wyborn (NCI) outlined the session presentations and introduced the topic. She started with the updated Big Data definitions: “you know you have Big Data when you know you have to think before you process and worry about storage”. Just-in-time distributed computation model becomes important as it enables real-time exploration of results and experimental data analysis for multiple use cases. Datacubes will become more prominent (Multi-dimensional data arrays (both space and time) and include the classic model for Statistical and OLAP data cubes. The climate community faced the data problem which evolved a lot since 2001 and we can learn a lot from this community when integrating marine and environmental data. Your work will be improved if you locate your big data with high performance infrastructure (paradigm shift) as performance development is exponentially growth. Another component that is driving changes in the data management practices is the Hard Drive cost per GB (USD) through time. New tools and hardware made it easier to manage and process data locally by individuals, but not to SHARE data. As the costs of storage became cheaper, and PCs more affordable, there was less attention paid to structuring the data - storing free text was now feasible. A live demo on the Scalable Geospatial Service GSKY service for processing on the fly large datasets was shown. Another project of NCI on big data is the H2020 EarthServer2 project for Integrating datacubes in climate, marine and environmental data. Click here to view the presentation.
5.8.1.1 Australian Bathymetry project XE "Australian Bathymetry project" 
Michele Spinoccia (Geoscience Australia-GA) explained the GA role in Australian Bathymetry, what they are doing, where to find data and on the ongoing developments. GA is custodian of the geographic and geological data and knowledge of the nation and the co-custodian of the largest collection of single and multibeam bathymetry data in the Australian territorial waters. GA is mapping the maritime boundaries, conducts environment studies & management for Marine Reserves and Antarctic Studies, provides pre-competitive data for Energy companies, identifies basins for petroleum exploration & CO2 storage, and is modelling Tsunami Inundation to manage coastal hazards. The routine processing of bathymetric data from continental margins consist of correcting and processing the following parameters: Navigation, Latency (time delay), Roll, Pitch, Yaw, Gyro, Heave, Tide, Sound velocity, noise and artefacts removal. Multibeam Bathymetry Statistics includes: over 453 swath surveys acquired through 63 vessels, 23 different multibeam sonars, 18 frequencies from 12 to 500 kHZ, Caris HDCS total size of 17.6 TB, 139.37 billion beams, over 4.88 billion edited beams and 2,334,579 line kms of data, 17,220,823 sq. kms of data in and around Australian waters, 28% of AEEZ  (Heap et al 2014). The management of bathymetric data includes: Swath Processed by CARIS HIPS & SIPS, the grids are stored in BDB (Survey based/ Area based), and an MB-System (open source software – run in Unix environment). With such a large amount of data from a variety of different sources, GA was faced with the challenge to convert all of these surveys into a single platform and be able to efficiently manage the data. The CARIS Bathy DataBASE solution has been chosen by GA to better manage such vast quantities of bathymetric data. The solution is comprised of both a client (BASE Manager) and server component (Bathy DataBASE Server). At the back end, a server PC is running PostgreSQL (open source database # Oracle) as the relational database. At the metadata there are a number of S-57 type attributes, such as DRVAL1 and DRVAL2 defining the depth range value for the survey. GA has also added several of their own metadata fields. GA uses batch scripts to batch load surveys into the database and automatically populate the attributes of each grid, saving time and eliminating the need to use the GUI. As next, the aim of the National and States Bathymetry Plan was presented. Australian bathymetry datasets are currently converted to netCDF4 to bringing it onto a HPD infrastructure, starting from the MH370 search surveys that will be released soon. All the datasets are also available from NCI which has a higher internet connection for global public consumption. Click here to view the presentation.
5.8.1.2 EMODnet HRSM incl cloud computing XE "EMODnet HRSM incl cloud computing" 
Dick Schaap (MARIS) explained that in Europe there are two initiatives, the “Marine Knowledge 2020” and the “Blue Growth” and as part of these in 2008 EMODnet started, a top down initiative focused on generic European marine data products for different domains: bathymetry, geology, biology, chemistry, physics, seabed habitats, coastal mapping, and human activities. The roadmap has three phases, we are now in the third phase. There are 7 thematic portals on line and several sub portals, a central portal, a secretariat and available money for keep on going. EMODnet Bathymetry started in 2009, with the aim to bring together bathymetric surveys of European seas and to produce, publish and serve a harmonised and high resolution Digital Terrain Model of all European seas. The consortium includes National Hydrography Services and IT experts in bathymetry domain. The process flow and services includes: collection of data sets and preparation of their metadata in the CDI system or collection of composite Digital Terrain Models (DTMs) and preparation of metadata in the sextant metadata catalogue service if partners do not want to give access to the original data. With the use of common methodology and software (Globe) the EMODnet DTM is produced and made public at the project portal with much functionalities. In every cell at the DTM, one can track and trace the data that were used. Europe has many seas and the work is done in regions. Each region has a regional coordinator who works together with the data providers of the region, brings all data together, pre-process them and prepare the regional DTM. Then all regional DTMs are integrated into an overarching European DTM. Anomalies at the edges are treated very carefully. The data gaps are completed by GEBCO. So far, survey 15000 CDI metadata records from 27 data centres in Europe and 166 data originators from 1816 to 2016 have been collated and imported into the dedicated EMODnet Bathymetry CDI data discovery and access service. The SeaDataNet Data Products Catalogue service (Sextant) gives 78 metadata records about composite DTMs that have been used next to survey data sets. The last product has a DOI. The portal offers several functionalities and download options for the DTMs in several formats. There is also a WCS service for users to create their own polygon and several web services to share the product for use as background. A 3D viewer also is available. The number of visitors to the Bathymetry portal has increased during the project from circa 18.500 over the first year to circa 32.500 over the second year and to circa 42.000 over the third year. Number of downloaded DTM tiles went from 22400 in the first year to 40800 tiles in the third year. EMODnet bathymetry has been uptaken by major users such as energy companies, dredging companies, modellers and many others because of its higher resolution than GEBCO and its better results. The project now is in phase III, with extended network and data providers. The innovations of the new phase include among others cloud computing because the process reached its limits. Cloud process and VRE around GLOBE will be developed for higher performance of computations and improved quality by more interaction between regions and extra viewing and quality control services. Another challenge of the new phase is to determine the European coastline, also using European tidal model for vertical referencing (DELTARES holds the tidal model/vertical levels for Europe). Within the Atlantic Ocean Research Alliance (AORA) there is a trans-Atlantic cooperation with NOAA each EU/Bathymetry or USA transect to become available in the two systems. There is also agreement with Google Earth to put the bathymetry into Google to be used instead of GEBCO. The presentation can be found here.
5.8.1.3 Seismics/AI-techniques XE "Seismics/AI-techniques" 
Rob van Ede (TNO) described a research project of his Organization on the use of neural networks for discrimination of surface seismic events. In Netherlands, the pumping of gas leads sometimes to seismic events which create damages at the buildings. Monitoring activities of the events has been started which measure seismic events with the use of different types of low-cost receivers placed above or below the surface in many places. One of the big problems is that events other than the seismic surface events are being measured such as trucks, speeds bumps, etc. This means that different techniques are needed and automatic event detection is essential to be able to derive useful information from these sensor networks. It was raised the research question if Artificial Intelligence (AI)-techniques can be used efficiently to discriminate subsurface events from non-relevant events like no-event, local surface event, remote earth quake, sonic boom? The question that is being handled for the moment is if AI-techniques can be used to detect events just as good or better than more conventional deterministic algorithms? Classical deterministic ways to detect events are: Threshold in power or amplitude of the signal, STA-LTA-techniques, Cross-correlation with master events, MZ-method: Multiple frequency sta-lta. The problem is that with many data it is very complex to use these techniques and thus neural networks were used. Also for systematic and accurate identification and training of the neural networks, implicit human judgment and background knowledge is needed. There are several classification methods that help to decide what type of event-classes to use for raising alarms, triggering subscription services etc. Data analysis has shown that AI-techniques can be used to detect events just as good or better than more conventional deterministic algorithms especially further away from the event.  But the real question still need to be answered is if these techniques can be used for the discrimination of deep vs surface events. Click here to see more details on the data analysis results.
In CSIRO/Satellite Remote Sensing, IMOS neutral networks are used for removal of atmospheric corrections
5.8.1.4 AODN portal/ingestion XE "AODN portal/ingestion" 
Sebastien Mancini (AODN) gave an overview of how IMOS infrastructure has moved to Amazon Web Services and what this means for the data ingestion (pipeline). In IMOS there is a great diversity of facilities to collect a wide range of data. The AODN portal (is very similar to sextant) includes 3 steps. The first is a faceted search in the data catalogue, the 2nd step to visualize the data, apply some filters, and step 3 to download the data in different formats. The portal is driven by the metadata which contain vocabularies which drives the facets and all the resources for WMS, WFS, WPS services in a very similar way as sextant. IMOS was a national e-research infrastructure at the beginning (using arcs and national server program) but there were many problems. As IMOS was becoming more operational there was the requirement from the users for more reability and availability of the data that an e-infrastucture could not offer. In 2013 it was decided to move the e-infrastructure to Amazon Web Service (AWS), and since middle of 2016 the migration was finished. The reasons for the migration to AWS were: data durability, system reliability, innovation, cost effectiveness, expected lifetime. IMOS backend objectives: keep data safe, make only high quality data for users, do not increase load on front facing systems, and make data available as quickly as possible. Several changes needed when IMOS moved to AWS and one new implementation was the Object Storage. Object Storage is available on AWS. It manages objects instead of files, it is very scalable, reliable and is a subset of the file system. A specific feature of the Object Storage is versioning (S3). It is safety when deleting/overwriting files, as it retains old versions. It has virtually unlimited size, it’s affordable ($0.033 per GB/month in AU). Each object guaranteed to be stored in at least 3 different locations. It is reliable (offers 99.99% availability and durability of 99.999999999%). Another change needed was the data ingestion. The data ingestion pipeline includes: detection of incoming files (RabbitMQ, celery), checking of files( US IOOS compliance checker), other operations, extract transform load. Fits The benefits of the new design are: data is safe, there is a consistent user experience, new data is processed immediately, new data is processed immediately, decreased workload on data admin team, dependent services can scale much better. Next steps include: Making system more robust (Python), improve process durability, improve reporting to the uploader, content checking – use of AODN vocabularies, creation of data product. The presentation is available here.
5.8.1.5 Data Quality Strategy and big data XE "Data Policy Strategy and big data" 
Lesley Wyborn (NCI) presented the Data Policy Strategy (DQS) implemented in NCI to simplify access to data. NCI wants to enable transdisciplinary access to its data holdings, 10+ PB data collections from climate, coasts, oceans and geophysics through to astronomy, bioinformatics and the social sciences. Key elements of the DGS are to maximize benefit of NCI’s collections and computational capabilities and to ensure seamless interoperable access to these datasets. The goal is to combine data, visualize them, but how to enable this type of easy access and use? Collections are being accessed and utilised from a broad range of options: direct access on filesystem, Web and data services, data portals, virtual labs (e.g., virtual desktops). The data goes from the center of the earth to astronomy and within these disciplines, data span a wide range of: gridded, non-gridded (i.e., trajectories/profiles, point data), coordinate reference projections, resolutions. The DQS was designed according the Data Quality Strategy of the AGU Data Management Maturity Program model. The DQS provides processes for: 1) underlying High Performance Data (HPD) file format, 2) close collaboration with data custodians and managers (planning, designing, and assessing the data collections), 3) quality control through compliance with recognised community standards, 4) Data assurance through demonstrated functionality across common platforms, tools, and services. Click here to view details on the DQS implementation on data formats, compliance standards, publishing, tools.
5.8.1.6 NetCDF (CF) upgrading developments with contributions XE "NetCDF (CF) upgrading developments with contributions" 
Justin Buck (BODC) reported on the review and expansion of the SeaDataNet to achieve INSPIRE compliance. The INSPIRE Directive aims to create : an European Union (EU) spatial data infrastructure, enable the sharing of environmental spatial information among public sector organisations, and facilitate public access to this data across Europe. The implementation requires harmonised, common data models, and standardised ways to share the data (publish the data, encode metadata, format data). SeaDataNet has defined the following formats: ODV4, NetCDF with CF compliance for profiles, time series and trajectories, and MedAtlas as an optional format. Feature types have been defined for multiple trajectories data like: moored ADCP (Feature type=timeSeriesProfile), shipborne ADCP (Feature type=trajectoryProfile). SeaDataNet NetCDF implemented extensions to CF and SeaDataNet ODV implemented also extensions. SensorML profiles and O&M data models adapted to specific marine observation data. The use of O&M can be seen as a bridge between CDI and SensorML. It was developed within Geo-Seas and supported in SeaDataNet for seismic data handling. O&M design Patterns related to the data dimensionality in SDN formats. The result was a decision tree within the O&M guideline which defines the specific data models which can be compared through the design patterns with real world data. The SeaDataCloud Technical Task Group (TTG) evaluated the O&M data model/schema for data types and defined an action to examine reference data files and determine mappings with the O&M guidelines/design patterns. The outcome will be a deliverable end of 2017. Access the presentation here.
5.8.1.7 NetCDF4/DOI for software XE "NetCDF4/DOI for software" 
Jean-Marie Beckers (University of Liège) presented on-going work by a group working on modern data assimilation and statistical analysis. The points of interest for ODIP are the emerging standards (original data and products), statistics and tools, and visualization and VRE. Four topics are analyzed, the progress will be presented in next workshop and will be proposed as best practice: a) Benefits (and problems?) to use NetCDF4, including compression utilities, b) comparison of standards used in ocean data analysis and visualisation software (DIVA, ODV, IDL, Panoply, ...), c) Software citation and versioning (as for papers, datasets, products, scientists): Github and Zenodo, and d) traceability/documentation of operations to reach final products (digital playground): Notebook approach Jupyter. For NetCDF4, tests have been performed on OceanBrowser with comparison of NetCDF3 and 4 and it was found that with NetCDF4 there was dramatic decrease of file size even with lowest compression by a factor of 38 (574M to 15M). A significant portion of the data set is indeed land or masked. File size decrease at deflation level 4 by 20%. Shuffling reduces the file size even more. The WMS map generation time is slightly increased using compression (with shuffling, only by 5% (at most) without shuffling, only by 2% (at most)). The conclusion is that NetCDF4 is the way to go, however, user downloading directly the NetCDF file needs to have the NetCDF4 (and HDF5) libraries with compression enabled. NetCDF 4 was first released in 2008. It is quite reasonable now to expect now that most of the users can read NetCDF4 files. Maybe is time to adopt it? ODIP can push SeaDataNet to use in products the NetCDF4 as libraries are much more easily uptaken than before.
The next point in the presentation was the assignment of a DOI for software. Keeping track of the versions used for a product preparation and where to find these versions is a common problem in the research laboratories The idea is to use the same practice as with data. An easy way found to it was to work with Github which offers software versioning, and then using Zenodo which offers DOI versioning. With an ORCid the access to Zenodo is easy. Each time a new version is released at Github, Zenodo automatically associate a DOI to the new version. Software versions are not always enough to know, you need to know how the software was used. The idea is to use a notebook approach when you document how you use a software by using a Jupyter notebook. Then you can reposit the notebook to Github and get a DOI for the Jupyter notebook. A full example can be presented in the next ODIP Workshop. The presentation can be found here.
5.8.1.8 Trusted Software XE "Trusted Software" 
Lesley Wyborn (NCI) explained the components of setting up a Trusted Software Framework or the 5 R’s: 1) Register (for finding the required software), 2) Review (for verifying if you can trust it), 3) Reference (for finding who else used it), 4) Run (to get cracking), and 5) Repeat (to provide on-line exemplars). What is missing at this work is a metadata profile and DOI frameworks. The metadata standard should include: licensing, hardware environments, testing procedures, critical dependencies, core scientific algorithms, numerical methods, etc. All components need to be linked and have persistent “identifiers”. She gave an outline of the Proposed Australian Earth Science Cloud noting that software registry, software services are what is missing from the research community. The presentation can be found here.  
5.9 SESSION 9 – Linked Data Developments XE "SESSION 9 – Linked Data Developments"  
5.9.1 Plenary XE "Plenary" 
Simon Cox (CSIRO) introduced the Linked Data topic and outlined the presentations of the session. The introduction can be found here.
5.9.1.1 SeaDataCloud developments XE "SeaDataCloud developments" 
Adam Leadbetter (MI) presented the work within SeaDataCloud project, the progress made so far and next steps to be presented at the next final Workshop. Linked Data will offer make better use of controlled vocabularies in a proper linked data context, will connect SeaDataCloued with other European initiatives (European Data Portal, INSPIRE), will promote SeaDataCloud structured data in search engines, enable better connections between SeaDataCloud catalogues. For now only Linked (Meta)Data are addressed. The activities include identifying existing patterns: W3C Organisation Ontology, W3C Provenance Ontology (DBPedia Research Project Class), W3C DCAT Data Catalogue Vocabulary, INSPIRE Environmental Monitoring Facilities, ISO/OGC Observations & Measurements, Google Science Datasets. Also they include identifying existing patterns and mapping EDMO, EDMERP, EDMED and CSR to represent them as linked data (under development with cooperation with R2R) to those patterns. For CSR, he noted that a CSR is different than a cruise, there are not standards patterns, and there are thoughts cruise and cruise-summary namespaces to be hosted at (e.g.) IODE for global use. Another activity is the mapping between O&M and CDI. Before next ODIP meeting it is planned to finalise the mappings of the catalogues, publish some sample Linked Data (BODC, MI) and run some interesting SPARQL. The presentation is available here. 
5.9.1.2 Linked data exposure of BODC holdings XE "Linked data exposure of BODC holdings" 
Rob Thomas (BODC) introduced the paper “Experiences of a “semantics smackdown””, a work done within ODIP first phase and concerns a Semantic Web development process to promote the use of a team with mixed skills (computer, data and marine science experts) to rapidly prototype a model ontology and design patterns for cruise data sets. In EGU2016, in a poster with the title “Federated provenance of oceanographic research cruises: from metadata to data” it was presented to show that the alignment between different local data descriptions of an oceanographic research cruise can be achieved through alignment with PROV-O and that descriptions of the funding bodies, organisations and researchers involved in a cruise and its associated data release lifecycle can be modelled within a PROV-O based environment.
The main BODC schema holds metadata about data series (physical / biological / chemical data from CTD casts/transects/float deployments). Currently it contain ~108000 data series. The discovery of data to date has been relatively labour intensive. Triples needed to be created for all relevant metadata. Triplestore is updated nightly. Relevant coding for triplestore creation (e.g. data integrity & transactions) was built. SPARQL endpoint software installation & configuration is used: stack of Jena (Fuseki & TDB), and elda. Some triple examples were shown with some advanced queries. More information about the service BODC developed is included in the document “Basic documentation about BODC’s NODB SPARQL API”. This development can be applied to CDI. Click here to view the presentation.
5.9.1.3 BODC linked systems API XE "BODC linked systems API" 
Justin Buck (BODC) presented the linked systems (for sensor and platform metadata), a work done within SenseOCEAN, BRIDGES projects (with the support of NERC/NC-SFD). At the beginning these projects aimed at exposing sensor and platform metadata, and then extended to deploy information in multiple formats (SSN, SensorML). Eight ontologies were combined for this work, linked to NVS2, and published on-line (linked systems ontology at http://linkedsystems.uk/ns/lso.rdf). For now, the existing ontologies are: for sensor and platform models, sensor and platform instances, and sensor’s ‘UUID’ metadata. Other linked systems are specific sensor models, and SOS getCapabilities request. A visual representation of a SSN for a sensor was shown. The current status is: single model and several instances are published as a proof of concept, rest of models are restricted until manufacturers are comfortable with publication, data is pending, deployment date: May 2017, the system will be applied in UK gliders. Click here to view the presentation.
.
5.9.1.4 IGSN in Australia XE "IGSN in Australia" 
Irina Bastrakova (Geoscience Australia) presented the resent development at the International Geo-Sample Number (IGSN) and the Linked Data Enablement at Australia. There are a lot of samples and a lot of activities collecting a wide range of samples. IGSN provides persistent identification for physical samples (rock specimens, water, plants, etc.) and sites, where samples were collected. It is represented by an alphanumeric code of 9 characters (e.g. AU001, IECUR003) which is assigned by the IGSN Allocating Agents. An IGSN + prefix is a Handle that can resolve like a web address, e.g. http://hdl.handle.net/10273/AU239. There are many benefits from using IGSN and beyond the 3 allocating IGSN Members in Australia (CSIRO, GA and Curtin University) there is increased interest by many others (70 registered participants). It receives continuous funding by the Australian Research Data Services program, and in-kind organisational support. The IGSN activities for GA, CSIRO and Curtin University were then presented. Concerning the Linked Data Enablement, GA has a collection of tools that together provide Linked Data views of its IGSN-identified samples’ metadata: a database, a Samples XML API, a Samples Linked Data API, a Code Lists vocabulary, and a GA’s Data Provider Node. The future plans include inclusion of all published items in GA into a single “public data” model. The presentation can be accessed here. 
5.9.1.5 Linking Environmental Data and Samples XE "Linking Environmental Data and Samples" 
Simon Cox (CSIRO) announced the Symposium “Linking Environmental Data and Samples” hosted by CSIRO, 29th May – 1st June, Canberra. The Symposium themes, the related communities and the key speakers were introduced. The Symposium aims to bring together leading researchers in earth and environmental informatics, to examine the current state of the art in environmental science data publication and its use of modern web principles. The focus was on linking data, with a particular interest in the integration of physical samples with datasets based on these, with a goal of triggering the adoption of uniform practices across Australia and internationally. Simon Cox invited ODIP partners to register. More information and link to the Symposium github web page can be found here.
5.9.1.6 netCDF-LD XE "netCDF-LD" 
Simon Cox on behalf of 
Jonathan Yu (CSIRO) explained what netCDF-LD project is. NetCDF plays an important role in Deep Web data. The Deep Web contains 7500 Terabytes of information. The Surface Web, in comparison, contains 19 terabytes  of content. Deep Web sites tend to be narrower, with deeper content, than conventional surface sites. On average, deep Web sites receive fifty per cent greater monthly traffic than surface sites and are more highly linked to than surface sites; however, the typical (median) deep Web site is not well known to the Internet-searching public. More than half of the deep Web content resides in topic-specific databases. The challenge is to discover what’s in the data, how disparate sources relate. How does a machine figure out the semantics of the data – on webpages, in common file formats, accessed via APIs? NetCDF is commonly used in scientific applications. Over 1,300 educational, research, and government organisations across the world use netCDF. There are lots of uptake and tools, many conventions, and lots of data in netCDF. Linked data is a way to interlink, discover, and integrate data on the web. It is a rapidly growing galaxy of information spanning many disciplines. It uses web standards to express the information and relationships. Other formats have Linked Data profiles are JSON-LD, CSVW. netCDF-LD is the recipe for constructing Linked Data descriptions in netCDF files. Enables tools to enhance the usefulness of netCDF data by linking to other resources. Information found in netCDF files can be linked with conventions, definitions, and other data. Simon Cox then explains Simon Cox then explains how a LD pattern could be applied to enable the web of (netCDF) data, actually by providing reference vocabularies outside the netCDF file (netCDF-LD is not yet tested but is more a thought experiment). It leverages existing “Linked Data Cloud” resources available on the web e.g., vocabulary definitions, other datasets. Currently the group activities are: a) defining and testing syntax and formalisms to denote Linked Data natively in netCDF – minimal but general purpose, b) developing methods, tools and reference data to translate netCDF encoded metadata (header info) into RDF graphs, c) initial test case: converting CF 1.4 compliant netCDF data into RDF data and Demonstrate querying of RDF data across multiple repositories. Aiming for demonstrator in June 2017, d) subsequent tests: other conventions e.g. SeaDataNet. Click here to view the presentation.
The group discussed how the many different flavours (CF conventions) of netCDF could be handled into this exercise.
5.9.1.7 Linked Data in Practice XE "Linked Data in Practice" 
Simon Cox (CSIRO) brought to the ODIP group Doug Fils’s thoughts on Linked Data approaches: a) unfortunately links in linked-data not standardized, Persistent Identifiers (PID) landscape being is improving, c) the schema.org semantics is important either as parallel or as alternative to RDF, d) text indexing is available (lucene). Further thoughts: a) Linked data are OK for people, not for machines, b) URI doesn’t tell you resource type, c) CSV is good for the web and JSON-LD, d) SPARQL falls over for big data, e) folk are still scared of open data, g) but provenance is key. The presentation is available here.
5.10 SESSION 10 – Vocabularies XE "Vocabularies" 
5.10.1 Plenary XE "Plenary" 
Rob Thomas (BODC) outlined the presentations of the session and reminded the group what is, and why controlled vocabularies are needed. A person's vocabulary is the set of words within a language that are familiar to that person. Vocabularies can evolve. A vocabulary usually develops with age, and serves as a useful and fundamental tool for communication and acquiring knowledge. Ti stress their importance, a simple example was given with different meanings of the same engish word in UK, USA and Australia. In science, the language that is used must be very precise, for example for the term DDT, a biologist will recognize the insect DDT, but in science there are 30 different synonyms for the same chemical. The same scientists making the same measurements, can over the years label the same chemicals differently. Another example, for mussels (Mytilus Linnaeus), there are 26 synonyms. And when we pull data together across chemical-biological disciplines we really need controlled vocabularies. The vocabularies remove ambiguity, support terms with explicit definitions, publish on the web, it is a resource for all, and we use them to make explicit the implied domain knowledge (for examples chemists, use the short term nitrates for both nitrates and nitrates plus nitrates although these are two different measurements). Vocabularies governance is very important, there is content (what a vocabulary covers) and technical governance (how it is being served and used for not breaking things in linked data world when a vocabulary disappears or change). Click here to view the presentation. 
5.10.1.1 Managing AODN vocabularies XE "Managing AODN vocabularies" 
Kim Finney (IMOS) gave a general overview of the ANDS Research Vocabularies Australia (RVA) Tool Suite which are used by the Australian Ocean Data Network (AODN) to manage their vocabularies. The AODN Vocabularies are use by Institutions and commercial operators in Australia, registered in EDMO, who are contributing data and metadata to the AODN infrastructure. Most data currently come from observations undertaken by 10 platform-based Facilities that are part of IMOS, plus data from IMAS-UTAS. The infrastructure is based on a Stateless Portal driven by metadata which are 19115 compliant, stored in an Geonetwork OGC Catalogue. Controlled vocabularies used in metadata content and in Portal search facets to both ‘tag’ datasets and ‘discover’ them. Since 2015 a partnership between AODN and the ANDS, has delivered a national set of services that not only help the AODN with its vocabulary management and harmonization of data content, but any Australian agency wishing to create and publicly deploy vocabularies of any flavour. ANDS RVA Tool Suite consists of three main parts: a) an RVA editor to create vocabularies (academic license of Pool Party Semantic Suite); b) an RVA portal developed by ANDS to search, browse, download and has admin functions for publishing vocabs, and c) a SiSSVoc to publish vocabs through an API and a client interface. Kim Finney then described the Pool Party editor (a commercial product), that is SKOS based, the ANDS National Vocabulary Portal which has also a private login component for vocabs provider to upload new vocabularies. A recent ANDS development is the IRI Resolver Service for providers who wish to resolve their resource (IRIs) URLs to an appropriate Linked Data API (SISSVoc) page hosted on RVA, because they don’t have their own resolving service. The system has a SPARQL EndPoint. Both IMOS and AODN have developed simplified, online metadata entry tool for capturing minimum metadata content. CSIRO is the custodian of the AODV Geographic Extents Vocabulary, it has been published (perhaps to be harmonized with the Marine Regions and get Australian content into this system). Kim Finney concluded: many tools now in place to enable a leap forward in the use and sharing of vocabularies, and outlined the next activities. Click here to view them.
5.10.1.2 R2R vocabularies XE "R2R vocabularies" 
Karen Stocks (R2R-UCSD) gave an update of the vocabularies and other R2R activities. R2R is a Rolling Deck to Repository responsible for managing routinely-acquired environmental sensor data from 26 U.S. academic research vessels. Its services are to: publish master cruise catalog; organize, archive, and disseminate original field data+documents; assess data quality; create post-field data products; and support at-sea event logging. The current focus is on deploying a new OGC Catalog Service (CSW) for the cruise-level ISO records (http://api.rvdata.us/), incorporating cruise DOIs into the ISO records, and will update for POGO as going forward. R2R is creating DOIs for cruises. A cruise ID was shown in which other PIDs like Organizations, Chief Scientists are embedded. About 700 scientists mapped to ORCIDs, more than 100 are non-US scientists. Cruise DOIs and datasets (DataCite) is part of a larger effort on Data Citation for Identifiers for Samples (IGSN), Identifiers for Articles and Awards (Crossref) and Identifiers for Researchers (ORCID). Efforts to interconnect these resources are being undertaken. Karen Stocks then gave an overview on the NOAA Docucomp system, a part of NOAA metadata set of tools. It is used for normalization of metadata content, and update content across multiple records. An example from a vessel as a platform was shown (ISO XML is also available). R2R Docucomp goal is to have a Docucomp record for each vessel eg. C17, each instrument make/model eg. L22, and possibly each instrument on each vessel. To get interoperability with NOAA, a de facto mapping will begin between NOAA docucomp entries and corresponding NVS concepts. Another new activity is on the SuAVE Linked Data Browser. SuAVE viewer is a prospective for R2R Linked Data resources. The presentation is available here.
The group discussed that Docucomp metadata tool is does not use SensorML for instruments as its perspective is different than creating downstream services. R2R has other tools to create vessel profiles.
5.10.1.3 SeaDataCloud controlled vocabularies XE "SeaDataCloud controlled vocabularies" 
Rob Thomas (BODC) gave an overview on the developments for the common vocabularies within SeaDataCloud project. NERC Vocabulary Server (NVS) V1 started in SeaSearch project, upgraded to Version 2 in SeaDataNet II and within SeaDataCloud the developments are being continued. The current work involves several tasks. (1) To improve the transparency of the vocabulary governance model. The NVS currently provides details of the content governance underpinning individual vocabularies by identifying the Register Owner but it does not provide contact details to the governance authority or records of governance discussions and decisions. Some of the vocabularies developed as part of the SeaDataNet project have the potential to become key resources for the marine and oceanographic community as a whole. Greater transparency will allow external users and marine domain experts to participate in content governance discussion – broadening and extending the current SeaVox governance group. In turn this will have the potential to increase the uptake of the SeaDataNet vocabularies outside of the SeaDataNet community further enriching the quality of its content. (2) The work also involves adding new vocabularies, including for OGC themes. (3) Another task within SeaDataCloud is to operationalise of the vocabulary builder known as the "one-armed bandit", in support of EMODnet Chemistry. The P01 vocab. builder background semantic model was explained for chemical and biological substances. (4) A functionality for the deprecation of vocabularies is already in place. (5) For the versioning of concepts, a mechanism will be implemented to allow users to access the version history of concepts. (6) Provenance of mappings will ensure that there is confidence in mappings carried out, information relating to who has carried out the mappings and their reliability will be stored alongside the mappings (NVS1 is to be retired this year). (7) A last activity is to progress the Platform Register with JCOMMOPS. Click here to view details of the presentation.
5.10.1.4 RDA VSIG XE "RDA VSIG" 
Simon Cox (CSIRO) explained the RDA Vocabulary Services Interest Group (VSIG) scope. It is 18 months old with 4 co-chairs (Adam Shepherd, Adam Leadbetter, Stefan Zednik, Simon Cox). Its activities concerns the vocabulary services (“Abstract Vocabulary Service API” … SKOSMOS, SISSVoc & friends ( SKOS API), and the vocabulary governance (Lifecycle, delegation, custodianship). There was lots of enthusiasm at RDA Plenaries, telecon series, document prepared etc but in the next RDA meeting there will be no VSIG meeting as the co-chairs are no longer available. Then Simon Cox updated the group for some further relevant activities. At the 9th RDA Plenary Meeting that took place 5-7 April 2017, a meeting on Improved Semantics for Domain Vocabulary Development & Standardization took place, where overlapping with VSIG was identified. A proposal to the CODATA General Assembly for a Task Group to coordinate Data Standards amongst Scientific Unions was accepted. The kick off meeting of the task group took place on 19-21 June 2017, Paris, France. The presentation is available here.
5.10.1.5 CODATA/ICSU standards XE "CODATA/ICSU standards" 
Lesley Wyborn (NCI) gave the background on the CODATA/ICSU working group on data and standards noting that for that shared interoperability of data we need content standards and ontologies. Initially the working group (led by Marshall Ma and Lesley Wyborn) was proposed to map what information standards, in particular vocabularies and ontologies, are being developed/endorsed by the Science Unions. Now it has been proposed to be a CODATA/ICSU Commission on Data Standards for Science, the inaugural meeting took place in Paris in June 2017. It will include both Science Unions and relevant affiliates, and data organisations (e.g,. RDA, OGC, etc). The driver behind is the Transdisciplinary research (including Future Earth). An illustration of the ‘Disciplinary’ Data Integration was shown which explains that research can be Interdisciplinary, Multidisciplinary, Cross-disciplinary, Interdisciplinary and Transdisciplinary. Researchers across the science disciplines, the humanities, the social sciences and those beyond academia need to work together to create integrated data platforms that interoperate horizontally across discipline boundaries, and enable access to data by a diversity of users from high end researchers, to undergraduates and to the general public. It requires a step up to a transdisciplinary approach starting at the conception of any data collection program. Then an illustration of Reasoning on data against Weak-Strong Semantics was shown which explains the importance of adoption of standards for semantic interoperability. To make Big Data F.A.I.R. (Findable-Accessible-Interoperable-Reusable), strong semantics and vocabularies are needed. Lesley Wyborn noted what would be 5 stars rating for vocabularies: it is Linked RDF Governed, authorised, multilingual. Interoperable and reusable data requires conformance to vocabularies. Lesley Wyborn concluded addressing the following questions on what does this activity have to do with ODIP: Your vocabulary work is world class, but who does it belong to (e.g. NERC); But who internationally supports it?; Oceanography comes under IUGG, at the next level down in the hierarchy, IAPSO; IODE??; Global Geodetic Observing System (IUGG); How to bring the ODIP work into the CODATA/ICSU group on standards The presentation can be found here.
5.11 Breakout sessions XE "Breakout sessions" 
The group split in four parallel break-out session working groups on: vocabularies, model workflows and big data, linked data, and CSR. Each partner participated in two groups. 

Day 4 of the Workshop, Friday 10 March 2017
5.12 SESSION 11: Workshop wrap-up XE "SESSION 11\: Workshop wrap-up" 
5.12.1 Cross-cutting topics, Feedback from each group on activities during the workshop and next steps XE "Cross-cutting topics, Feedback from each group on activities during the workshop and next steps" 
5.12.1.1 Vocabularies XE "Vocabularies" 
Vocabularies Session: chaired by Rob Thomas (BODC)

· Are there any unfinished conversations that started in vocab session that we want to pick up?

Simon Cox introduced some issues to be aware of around provenance of mappingsin the questions after Rob Thomas’s presentation. Rob asked Simon to expand on the issue. 

Problem: if there are vocabularies from different communities brought together and the mappings are not consistent, which ones do you trust? Corollary of anyone saying anything about anything is who said what in what circumstances. In future will have many vocabs. Always will need mapping. Same time, do not always trust who is telling us the mapping. We want to know who is telling us, and want to be able to evaluate whether we trust the mapping, also be able to review the mapping. Alexandra Kokkinaki (BODC) was looking at using the PROV ontology.

Dave Connell: is it like trying to interpret ISO metadata? 

Simon: looking at more granular level… mappings between one concept in one vocab to another, at a very granular level. 

Definition of triple: something is related to something else – subject, predicate, and object. 

A mapping represented as a triple might be something like:

“Pigment”… “is broader than”… “chlorophyll”

In most compact RDF, all identifiers are taken from somewhere else, so the triple or “thing” as a whole has no identity. In order to provide provenance by this method the following would also be required:


“Mapping X”…“was generated by”…“OrganisationY”

“Mapping X”… “was generated at”…“Time Z”

Representing the triple now requires:


“Mapping X”… “has subject”… “Pigment”


“Mapping X”… “haspredicate”… “is broader than”


“Mapping X”… “hasobject”… “chlorophyll”

However, by creating “Mapping X”, the mapping is now treated as a thing. This is reification – the fallacy of treating an abstraction as if it were a real thing.

RDF mechanics originally said there is a triple, and its subject is this, object is, predicate is – and then give that a name. That works with PROV. No one likes it much because it bloats the RDF… instead of a triple, expresses a data structure, so have about 10 bits of info instead of three. Reasoning over it, makes SPARQL queries 10x bigger to achieve same thing.

Simon then pointed out that RDF triples are in fact Quads – fourth field use varies. Not always used to label individual triple; might say this triple came from the same graph/file – so all triples might have same fourth element (e.g. all from the same origin, or might point off to quad store). It may be a way of recording provenance, but there is no standardised implementation for the use of the “quad”.

There are nasty mechanics involved (ever the way in good tech). Linked data registry, everything is done as named graphs adds to the overhead in the triple store, more than labels for triples but becomes labels for whole objects. 

Reached limit of what Simon knows, other people might know more, would be good to find out what they know. Are there other people in the world with the same problem, re: lineage? Maybe no one else has solved the problem yet? We think we are small, but maybe we are there first.

Simon: does NVS store mappings now? 

Rob: yes, we store vocabularies in one database table and mappings in a separate database table where there is a unique numeric ID for the mapping. The mappings are publicly available with the concept record on the NVS. However cannot directly search all the mappings outside of the NVS SPARQL endpoint. As displayed on the restful API for term x will see all mappings relevant to that. In the mappings table there is info about who has loaded mapping. This extra info is not shown through SPARQL RDF interface at present.

Thing to do – enumerate options for a solution and write up as paper? Unlikely to deliver the technical implementation of solution before Galway.

· Are there any specific activities that we want to deliver on before Galway?

Agreed that any vocabulary activities to deliver before the Galway meeting would deal with mappings and content to aid the prototypes rather than any technical developments. This does not preclude working on scoping and potentially coming up with a roadmap for the mapping provenance solution.

Seb Mancini (AODN): When look at parameters (e.g. P01 terms) and put them into a metadata facet, people are using different vocabularies. E.G. P01 preflabels are very long. AODN considering tagging with discovery vocabularies, e.g.P02 Concentration of chlorophyll is better than the long vocab definition. Might be better to tag with P02. If want to drive portal or metadata faceted search, P02 is best, do not need it to be useful with more granular terms. 

Rob: CLIPC – brought together the Climate and Forecast (CF) and SeaDataNet (SDN) parameter markup using P02 as the link between the communities.CF standard names (P07) are mapped to P02 as broader concepts and within SDN P01 is linked to P02 again as broader concepts.

Seb: what is happening with P02 next? 

Rob: The NVS P02 vocabulary is to be revised now the SDN software can handle deprecation of vocabulary terms. P02 has become a bit unwieldy, in terms of size for a drop down menu within a metadata tool, and has inconsistency in the level of granularity from its evolution over time. 

Seb expressed interest in contributing to the revision of P02, as AODN would like to move to using this vocabulary in their discovery metadata. What stops people getting SDN into system is that they see the parameter names and think it is too long. It might be an obstacle to uptake. At discovery level, do not need distinction between e.g. nitrate/nitrite. 

Rob will circulate Roy’s presentation from the next SeaDataCloud meeting on the proposed changes to Seb. 

NASA have now published GCMD keywords with URLs (v8) – and revising again. 

Simon: GCMD has a problem because it has the same name in multiple places, different places in hierarchy, yet read descriptions and they are the same. 

Rob: In past Roy Lowry served GCMD keywords V6 on the NVS (P64) and this was mapped to P02. Do not want to be in the business of publishing other people’s vocabularies if they already have them out there as URI/URLs. NASA are now publishing as the GCMD vocabularies as linked data through a restful API service. We now want to point to the NASA URLs if they are persistent. This would facilitate the horizontal interaction between European and US marine metadata as GCMD V8 and P02 can be mapped.

To achieve this the following tasks are necessary: 

1. Confirm NASA GCMD URLs are persistent.

2. Map NVS P64 terms (GCMD keywords V6) to NASA hosted V8.

3. Add mappings agreed in (2) to NVS.

4. Sanity check P64 – P02 mappings and add appropriate mappings from P02 to V8.

5. Add NVS P02 – NASA GCMD keywords V8 mappings to NVS. 

6. Revise P02

7. Once P02 has been revised mappings to GCMD V8 will need to be confirmed.

ACTIONS:

Dave Connell is a GCMD reviewer. He will use his contacts at NASA to confirm (1).

Rob will carry out an initial mapping from V6 to V8 and circulate to Dave for confirmation of any major changes etc (2). Then once happy NVS P64 to NASA mappings will be added to the NVS (3).

BODC and Marine Institute will carry out (4), (5) and (7).

Rob (after move to Marine Institute) and Seb Mancini to be included in P02 review committee. (6)
5.12.1.2 Linked Data XE "Linked Data" 
Linked Data breakout – issues, chaired by Simon Cox (CSIRO)
Identifiers for platforms

· NVS C17

· SKOS, with no links for further info
Identifiers for cruises

· R2R DOIs

· Custom landing page – no standard for links, DOI does not support conneg  

Ontology for Project/Deployment/Mission/SiteVisit

· Multiple options in use: R2R, BODC

Mappings must be curated

(Vocabs breakout
5.12.1.3 Model workflows and big data XE "Model workflows and big data"  
The Model Workflows Big Data Breakout, chaired by Lesley Wyborn (NCI)

· Australia and EU collaboration on Bathymetry (and HPC?)

· Collaboration around the netCDF Checkers

· Do not seem to be used in EU

· Need to involve to bring in US IOOS group; Derrick Snowden may be point of contact 

· Compare checkers currently in use
· Flavours of NetCDF

· NCI working on speed ups when using NetCDF and on polygon and pixel drills in MODIS, Himawarri

· IMOS experimenting with sub-setting and aggregation of NetCDF

· Trusted software

· Starting to create a register of software, particularly for use in VRE’s

· Australian project is developing a simple profile (name, abstract, dependencies, licences)

· Synchronisation from GitHub and zenodo, minimum metadata requirement?

· Start a small project to gather a list of software each group is aware of as a basis

5.12.1.4 CSR XE "CSR"  
CSR Breakout, chaired by Friedrich Nast (DSH)
Six countries (Australia, Belgium, Germany, France, Spain, USA) participated at the break out group. The first part concentrated on the further CSRs submissions at the coming months. A plan was made for each partner for next steps and recognized the existing ways for submitting CSRs: by harvesting, on line CMS entry and XML files exchange. The enhancement of CSR was discussed with GML cruise tracks, points, station lists. For DOIs it was agreed BSH to add a new field in CSR with the DOI number. For this, MIKADO tool will be upgraded so as partners to fill the DOI in the XML CSRs descriptions. Ifremer already uses cruise DOIs in CSRs.
The second part focused on the upgrading of old CSR (version 0), prioritize those which include data. USA will start upgrading from 2009. For the old ones, it is more difficult to find the needed information.
The third part focused on the development of automatic CSR generation from ship acquisition systems. Each country has different system. In Spain the automatic system is on practice, for others is under development. New ships should integrate such acquisition systems.
CSRs not only used as data tracking systems but also for publishing.
It was also discussed platform codes to be given to gliders.

As part of work for SeaDataCloud developments, the BSH CSRs (European, POGO) will be published as RDF SPARQL publications. 
It was also identified than closer cooperation with POGO, GOSHIP and ... projects can be established to bring more CSRs in.

5.12.2 ODIP prototype development projects, Feedback from each group on activities during the workshop and next steps XE "ODIP prototype development projects, Feedback from each group on activities during the workshop and next steps" 
5.12.2.1 ODIP 1 XE " ODIP 1" 
Dick Schaap (MARIS) updated the group on ODIP 1+ progress and next plans:

· USA has done big progress with the new portal 
· ODIP 1+ will explore semantic interoperability – use of semantic broker to harmonize metadata of the three regional system 
· ODIP 1+ will explore horizontal interoperability and build interfaces
· Linkage with vocabularies groups to bring the vocabulary developments on semantics of each continent into ODIP 1+ to upgrade the broker with the mappings
· Establish connections with ODIP 4 (digital playground) 
· Move integrator established in ODIP 1+ into operation for use by GEOSS, ODP

· Future, linkage with linked data
5.12.2.2 ODIP 2 XE " ODIP 2" 
See paragraph 5.12.1.4.
5.12.2.3 ODIP 3 XE " ODIP 3"  
Simon Jirka (52°North, GmbH) wrapped up ODIP 3.
Marine SWE Profiles
· Development is ongoing

· Harmonization of different efforts is necessary

· Common core

· Optional specific extensions

· Continue writing ( finalize before final ODIP workshop

· Provide tutorials

· Integrate further SOS servers into demo applications (portals)

SensorML Editors
· Several activities
· smle 
· Edit
· Sensor Nanny
· Different focus of the developments
· Integrate further aspects
· Vocabularies
· Sensor interface descriptions (plug and play)
· Discovery tools 
Integration of Vocabularies
· Significant activities to enhance vocabularies (BODC)

· Aligned with Marine Sensor Web profile developments

· Make use of vocabularies in client applications ( resolve URIs pointing to vocabulary entries 

Large Data Sets and Processing
· SWE and large data sets

· Requirement to process data close to data stores

· How to enhance SWE services with the necessary functionality? 

Event Processing
· Initiated pilot activity between Esri and 52°North

· Use NOAA data for demonstrator

· Aim: Have prototype in place for final ODIP workshop 

5.12.2.4 ODIP 4 XE " ODIP 4"  
Dick Schaap on behalf of Jonathan Hodge reported on “digital playground” next plans:
· A lot of developments in Australia
· A learning curve for Europeans

· Set up a space/digital playground using the Nectar marine science portal as base 

· Make the broker developments of odip 1+ part of cloud environment

· Use it as a use case to select a specific region of interest to bring together data from different sources – built workflows – make them part of the cloud with tools - generate products – evaluate results – further perspectives
5.12.3 Plans for next 8 months (including details of 4th ODIP II workshop) XE "Plans for next 8 months (including details of 4th ODIP II workshop)" 
Helen Glaves (Project Coordinator, BGS) gave some administrative information of interest to the European partners concerning the interim periodic report (which was approved by the EU) and the budget review. Click here to view the presentation.
The final Workshop will be held at Marine Institute, Marine Institute, Ireland, first week of October.
5.12.4 Dissemination opportunities – discussion XE "Dissemination opportunities – discussion" 
Finally, Helen Glaves (BGS) discussed with the group the opportunities for dissemination :
· EGU General Assembly 2017: April 2017, Vienna, Austria
· AGU Fall Meeting 2017: December 2017, New Orleans, USA
· 9th RDA plenary: April 2017, Barcelona, Spain
· 11th GEO European Projects:  19-21 June 2017, Helsinki, Finland
· 3rd Blue Planet Symposium: 31 May 2017 - 2 June 2017, College Park, Maryland, USA
· Others??? 
View here other dissemination channels of the project, the H2020 Open Access Policy on publications as well as options for maintaining ODIP II community and outcomes (there will be funding opportunities in H2020, and in Australia for international cooperation especially for data).
5.12.5 Closing remarks XE "Closing remarks" 
Helen Glaves (Project Coordinator) and Dick Schaap (Technical Coordinator) thanked the Australian colleagues Tim Moltman, Jonathan Hodge, Roger Proctor, Pamela Brodie, Kate Reid, Jacqui Hope, for the excellent organization, the group for their participation and active contribution and part, Sissy Iona, the Workshops responsible, and said she is looking forward to meet all partners again next October.
· Terminology

	Term
	Definition

	AARNet
	Australia's Academic and Research Network

	ANDS
	Australian National Data Service

	AODN
	Australian Ocean Data Network

	API
	Application Programming Interface

	CDI
	Common Data Index metadata schema and catalogue developed by the SeaDataNet project

	CF 
	Climate and Forecast conventions: metadata conventions for the description of Earth sciences data, intended to promote the processing and sharing of data files http://cfconventions.org/  

	CODATA
	Committee on Data for Science and Technology

	CSR
	Cruise Summary Reports is a directory of research cruises.

	CSW
	Catalog Service for the Web


Global non-profit organisation that provides persistent identifiers (DOIs) for research data to support improved citation https://www.datacite.org/  

	
	

	DIVA
	Data Interpolating Variational Analysis tool for spatial interpolation

	DOI
	Digital Object Identifier (DOI): a unique persistent identifier for objects which takes the form of a unique alphanumeric string assigned by a registration agency  

	EDMO 
	European Directory of Marine Organisations 

	EFU 
	Ecological Freshwater Unit

	EMODnet 
	EU-funded intiative to develop and implement a web portal delivering marine data, data products and metadata from diverse sources within Europe in a uniform way. http://www.emodnet.eu/   

	ERDDAP
	NOAA Environmental Research Division's Data Access Program

	EUDAT
	European Data Infrastructure, http://www.eudat.eu/

	GBIF
	Global Biodiversity Information Facility

	GEO 

	Group on Earth Observations: a voluntary partnership of governments and organizations  supporting a coordinated approach to Earth observation and information for policy making 

	GEOSS
	Global Earth Observation System of Systems: international initiative linking together existing and planned observing systems around the world 

 http://www.earthobservations.org/geoss.php  

	GCMD
	Global Change Master Directory, a directory of Earth Science data sets and related tools/services, part of NASA's Earth Observing System Data and Information System (EOSDIS), 

	GIS
	Geographic Information System

	GitHub
	A distributed revision control and source code management (SCM) system (GIT) repository web-based hosting service which offers all of the distributed revision control and source code management (SCM) functionality of Git as well as adding its own features

	GOOS
	Global Ocean Observing System

	GO-SHIP
	The Global Ocean Ship-based Hydrographic Investigations Program

	GTS
	Global Telecommunication System

	GUID
	Globally Unique Identifier

	HPC
	High Performance Computing

	ICSU
	International Council for Science

	ICES
	International Council for the Exploration of the Sea

	IGSN
	International Geo Sample Number

	IMOS
	Integrated Marine Observing System: Australian monitoring system; providing open access to marine research data 

	INSPIRE
	Infrastructure for Spatial Information in the European Community

	IOC
	Intergovernmental Oceanographic Commission of UNESCO (IOC/UNESCO). 

	IODE
	International Oceanographic Data and Information Exchange (part of IOC)

	ISO 
	International Organization for Standardization http://www.iso.org  

	JCOMMOPS
	WMO-IOC Joint Technical Commission for Oceanography and Marine Meteorology (JCOMM) Observations Programme Support Centre

	JSON
	JavaScript Object Notation: an open standard format that uses human-readable text to transmit data objects consisting of attribute–value pairs

	NOAA
	National Oceanic and Atmospheric Administration

	NetCDF 
	Network Common Data Form (NetCDF): a set of software libraries and self-describing, machine- independent data formats that support the creation, access, and sharing of array-oriented scientific data. 

	NVS2 
	NERC Vocabulary Server Version2 

	ODP
	Ocean Data Portal: data discovery and access service, part of the IODE network

	ODV
	Ocean Data View (ODV) data-analysis and visualisation software tool.

	O&M
	Observations and Measurements: OGC standard defining XML schemas for observations, and for features involved in sampling when making observations

	OGC
	Open Geospatial Consortium: an international industry consortium to develop community adopted standards to “geo-enable” the Web

	OLAP
	Online analytical processing

	ORCID
	Open Researcher and Contributor ID: a non-proprietary alphanumeric code to uniquely identify scientific and other academic authors and contributors http://orcid.org/  

	POGO 
	The Partnership for Observation of the Global Oceans: a forum created by the major oceanographic institutions around the world to promote global oceanography. 

http://www.ocean-partners.org/  

	R2R
	Rolling Deck to Repository: a US project responsible for the cataloguing and delivery of data acquired by the US research fleet.

	RDA
	The Research Data Alliance (RDA) builds the social and technical bridges that enable open sharing of data.

	SensorML
	OGC standard providing models and an XML encoding for describing sensors and process lineage

	SDN
	SeaDataNet: EU-funded pan-European e-infrastructure for the management and delivery of marine and oceanographic data

	SKOS
	Simple Knowledge Organization System: a W3C recommendation designed for representation of thesauri, classification schemes, taxonomies, subject-heading systems, or any other type of structured controlled vocabulary

	SOS
	Sensor Observation Service: a web service to query real-time sensor data and sensor data time series. Part of the Sensor Web

	SPARQL
	a query language for databases, able to retrieve and manipulate data stored in a Resource Description Framework (RDF) format

	SWE
	Sensor Web Enablement: OGC standards enabling developers to make all types of sensors, transducers and sensor data repositories discoverable, accessible and useable via the web

	URI
	Uniform Resource Identifier, a string of characters used to identify a resource

	US NODC 
	US National Oceanographic Data Centre (now the NOAA National Centres for Environmental Information) 

https://www.nodc.noaa.gov/  

	UUID
	Universally Unique Identifier

	VRE
	Virtual Research Environment

	WebEx
	On-line web conferencing and collaboration tool

	XML 
	Extensible Markup Language: a markup language that defines a set of rules for encoding documents in a format that is both human-readable and machine-readable http://www.w3.org/XML/  

	ZOOM
	ZOOM is a High Definition video conferencing and desktop sharing software.
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